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Abstract. SCA exploits the instantaneous leakage from a physical implementation at
a time t to recover some information about the data it processes at time t. Countermea-
sures against (first-order) SCA consists in splitting the internal state of the algorithm
in several random shares and processing this shares individually. However, d-th order
SCA that leverage the information leaked at d times can be mounted to bypass coun-
termeasures that provide (d−1)-th order SCA resistance. While higher order SCA has
been thoroughly investigated during the last decade, countermeasures against these
attacks received much less attention. In this paper we propose an extension of a known
second order countermeasure to order 3 and we give some implementation results.
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1 Introduction

Side Channel Analysis (SCA for short) is a cryptanalytic technique that exploits information
leaked, during the execution of a cryptographic algorithm on an embedded system, through
physical channel as power consumption or electromagnetic emanations. SCA makes use of
the fact that this leakage is statistically dependent on the intermediate variables that are
processed. In particular, some of these variables, called sensitive, are related to secret data, and
recovering information on them allows efficient cryptanalysis [3, 1, 2]. We call dth-order SCA
(written dO-SCA) a SCA that exploits leakages at d different times, which are respectively
associated with d different intermediate variables. An implementation of a cryptographic
algorithm is said to provide dth-order resistance if no d-tuple of its intermediate variables is
sensitive, i.e. is statistically dependent of secret data and plaintext. If not, the implementation
possess a d-order flaw. First order countermeasures are now well known and implemented.
In [5] Rivain et al. present a S-box recomputation method proven secure against second
order SCA. The authors left it as an open problem to design a third order SCA secure S-
box recomputation method. This paper presents an almost third order SCA secure S-box
recomputation method.

2 S-box recomputation secured against third order SCA

2.1 From second order S-box recomputation to third order

In order to extend the S-box recomputation algorithm given in [5] by Rivain et al. to order 3,
a straightforward method consists in using two random masks where one was previously used.
We denote by (α, n)-LUT a look-up table (LUT for short) with α n-bit entries. Listing the
intermediate variables of this algorithm, we can state that such an extension is clearly un-
secured. In order to secure the masking of the S-box output, and the manipulation of the
temporary mask r′, two additional temporary masks must be employed. It leads to Algo-
rithm 1.

Algorithm 1
Input: x̃ = x⊕r1⊕r2⊕r3 ∈ Fn

2 , (r1, r2, r3) ∈ (Fn
2 )3, (s1, s2, s3) ∈ (Fm

2 )3, a LUT for the (n,m)-S-box
S
Output: S(x)⊕ s1 ⊕ s2 ⊕ s3
1. r4, r5, r6 ← rand(Fn

2 )

2. r7 ← rand(Fm
2 )
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3. r′ ← (r1 ⊕ r4)⊕ (r2 ⊕ r5)⊕ r3
4. for a = 0 to 2n − 1 do

5. a′ ← a⊕ r′
6. T [a′]← ((S(x̃⊕ (a⊕ r6))⊕ (s1 ⊕ r7))⊕ s2)⊕ s3
7. Return T [r4 ⊕ r5 ⊕ r6]⊕ r7

In spite of the previous modification, listing the intermediate variables Ij , we can state
that there exist a unique third order flaw with the triplet (I1, I2, I3) as I1 ⊕ I2 ⊕ I3 = x:

– I1 = a⊕ r1 ⊕ r4 ⊕ r2 ⊕ r5 ⊕ r3 [step 5]
– I2 = r4 ⊕ r5 ⊕ r6 [step 7]
– I3 = x⊕ r1 ⊕ r2 ⊕ r3 ⊕ a⊕ r6. [step 6]

Let α1 = r1 ⊕ r2 ⊕ r3, α2 = r4 ⊕ r5 and α3 = r6, then we can re-write the previous
equations as :

– I1 = a⊕ α1 ⊕ α2

– I2 = α2 ⊕ α3

– I3 = x⊕ α1 ⊕ a⊕ α3.

In order to confirm that this is the only flaw, we used a program that checks all the second
and third order dependencies to x given the list of all the intermediate variables. This flaw
cannot be secured with only exclusive or (xor for short) masking. Indeed, masks are used to
cover the progression of the sensitive variable x through the computation of S(x) (steps 5,6),
so x has to be unmasked at the output of the algorithm (step 7). More precisely we want to
compute S(x) ⊕ s1 ⊕ s2 ⊕ s3 using a table T in order to avoid manipulating x directly. We
then compute, for all a in the input space, T [a] = S(x⊕ a⊕M), where M is a random mask.
To recover S(x) we then evaluate T [M ]. In order to give a higher security, we also mask x, a,
and M with random temporary masks (ri)0≤i≤n3 :

T [a] = S

(
(x

n1⊕

i=0

ri)⊕ (a
n2⊕

i=n1

ri)⊕ (M
n3⊕

i=n2

ri)

)
.

Moreover we have that
⊕n3

i=0 ri = 0 to achieve that T [M ] = S(x). Hence knowing I1 = M ,
I2 = (a

⊕n2
i=n1

ri)⊕ (M
⊕n3

i=n2
ri), and I3 = x

⊕n1
i=0 ri, we have a third order flaw.

2.2 Core Idea

In order to increase the security given by Algorithm 1 we have to introduce another operation
than xor . The idea of the countermeasure is to mask masks with an operation invertible and
distributive over xor, e.g. product with a well distributed invertible matrix. In the sequel we
give Algorithm 2 and discuss its performances and resistance against third order SCA.

Algorithm 2
Input: x̃ = x⊕r1⊕r2⊕r3 ∈ Fn

2 , (r1, r2, r3) ∈ (Fn
2 )3, (s1, s2, s3) ∈ (Fm

2 )3, a LUT for the (n,m)-S-box
S, matrices R and R−1 in M∗n(GF(2))
Output: S(x)⊕ s1 ⊕ s2 ⊕ s3
1. r4, r5, r6 ← rand(Fn

2 )

2. r7 ← rand(Fm
2 )

3. r′ ← (r1 ⊕ r4)⊕ (r2 ⊕ r5)⊕ r3
4. for a = 0 to 2n − 1 do

5. a′ ← a⊕R−1 · r′
6. T [a′]← ((S(x̃⊕R(a⊕R−1 · r6))⊕ (s1 ⊕ r7))⊕ s2)⊕ s3
7. T [R−1 · r4 ⊕ (R−1 · r5 ⊕R−1 · r6)]⊕ r7

The matrices R and R−1 are generated once at the beginning of each computation and
used for every S-boxes through the algorithm.
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3 Efficiently implementing the matrix product

In Algorithm 2 every operation is easy to compute, except for the matrix product. Hence
it is necessary to devise an efficient algorithm for inverting and computing a matrix-vector
product. In the sequel of this section we propose to simultaneously generate two LUT T
and T−1 to represent this operation and its inverse. Computing the product then consists in
evaluating T [x].

Recall that a n-bit Gray code C is a binary encoding where two successive values (called
codewords) differ in only one bit. Let ci ∈ C, with 0 ≤ i ≤ 2n− 1, denote the i-th Gray n−bit
codeword, where c0 = 0 and c1 = 1. Let Ci = log2(ci⊕ ci+1), with 0 ≤ i ≤ 2n− 1, denote the
position of the modified bit between Gray codewords ci and ci+1.

Let us denote by Ri the (i + 1)-th column of R. Based on the properties of the Gray
code, it can be checked that R · ci+1 = (R · ci)⊕RCi

. This suggests the iterative Algorithm 3
for building the LUT of the product x 7→ R · x. Let N = 2n − 1, the binary complexity of
Algorithm 3 is 2N xor operations, N shifts and 6N + 2 table lookups, and each product
involves one table look-up. Online computation for its part, involves for each computation n2

and operations and n2 xor, and inverting R has a complexity in O(n3).

Algorithm 3
Input: R = (R0, R1, . . . , Rn−1) ∈M∗n(GF(2)) where Ri denotes the (i+ 1)-th column of R, C: the
(2n − 1, log2(n))-LUT such that C[i] = log2(ci ⊕ ci+1) where (ci)i are the n−bit Gray codewords
with c0 = 0 and c1 = 1
Output: The (2n, n)-LUTs T and T−1 such that T [x] = R·x and T−1[x] = R−1·x for all x ∈ GF(2)n

1. T [0]← 0

2. T−1[0]← 0

3. c′ ← 0

4. for i = 0 to 2n − 2 do

5. c← c′ ⊕ 2C[i]

6. T [c]← T [c′]⊕RC[i]

7. T−1[T [c]]← c

8. c′ ← c

9. Return (T, T−1)

4 Security of the scheme

4.1 Security against third order SCA

In order to assess the security of Algorithm 2 against third order SCA, we list all the interme-
diate variables involved in the computation and check the dependency between each 3-tuple
of these variables and a sensitive variable, i.e. x or S(x).

We can check that the three intermediates variables involved in the flaw of Algorithm 1
do not appear in the computation of Algorithm 2. Indeed, the three intermediate variables
corresponding in Algorithm 2 now are :

– I1 = a⊕R−1(r1 ⊕ r4 ⊕ r2 ⊕ r5 ⊕ r3) [step 5]
– I2 = R−1(r4 ⊕ r5 ⊕ r6) [step 7]
– I3 = x⊕ r1 ⊕ r2 ⊕ r3 ⊕R(a⊕R−1r6) [step 6]

Or using the notation introduced in section 2.1 :

– I1 = a⊕R−1(α1 ⊕ α2)
– I2 = R−1(α2 ⊕ α3)
– I3 = x⊕ α1 ⊕R(a⊕R−1α3)

As a is a loop variable, it is equivalent for the adversary to set a = 0, then

I1 ⊕ I2 ⊕ I3 = x⊕ α1 ⊕ α3 ⊕R−1(α1 ⊕ α3).
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Let us define r = r1 ⊕ r2 ⊕ r3 ⊕ r6 = α1 ⊕ α3, and let Idn be the identity matrix of size
n, we can state that the protection is assumed by m = r ⊕ R−1r = (Idn ⊕ R−1)r. We want
to know the distribution of m. Remark that if m is uniformly distributed, then m cannot
be distinguished from random, and the countermeasure is secure. In order to evaluate this
distribution we generate all invertible matrices R of size n, and every n-bit vector r, then
we count the occurrences of each value m′ = r ⊕ R · r. We can state that the repartition is
uniform for non-zero values, but 0 appear with a probability 1/2n−1. This result implies that
the countermeasure is not theoretically secured. Let us now evaluate the practical impact of
this bias upon the security of the scheme.

4.2 Attack simulation

We have seen in section 4.1 that the countermeasure is theoretically unsecured against third
order SCA. We want to evaluate the practical security of the scheme against known attacks,
and compare it to the security given by a straightforward extension. The simulated attacks
target a masked 8-bit S-box computation (e.g. the AES S-box). In both case, the targeted
variables are given in table 4.2.

Variable Straightforward extension This paper

I1 a⊕ α1 ⊕ α2 R−1(α1 ⊕ α2)

I2 α2 ⊕ α3 R−1(α2 ⊕ α3)

I3 x⊕ α1 ⊕ a⊕ α3 x⊕ α1 ⊕R(R−1α3)

Table 1. Simulated variables targeted by the attacks.

Eventually, we perform two attacks: a third order CPA with normalized product combining
and the Hamming weight as prediction function, and a third order MIA with the Hamming
weight as prediction function. For third-order MIA, we use the histogram method with Scott’s
rule for the probability density estimation [4].

All the attack simulations are based on a Hamming weight leakage model with additional
Gaussian noise. Namely, the leakage measurements are simulated as samples of the random
variables Li = ϕ(Ii)+Bi for ϕ being the Hamming weight function and the Bi’s being indepen-
dent Gaussian random variables with mean 0 and standard deviation σ ∈ {0,

√
2, 2,
√

10, 2
√

5}
(which corresponds to SNR values respectively +∞, 1, 1/2, 1/5 and 1/10). The number of
leakage measurements needed to perform the attacks are summarized in Table 2. In particular,
in the case of real noise setting (SNR ≥ 1/2), the attack is clearly impractical.

Attack \ SNR +∞ 1 1/2 1/5 1/10

3O-CPA on Straightforward extension 5500 8000 30000 250000 > 106

3O-CPA on This paper > 106 > 106 > 106 > 106 > 106

3O-MIA on Straightforward extension 30000 350000 > 106 > 106 > 106

3O-MIA on This paper > 106 > 106 > 106 > 106 > 106

Table 2. Number of leakage measurements for a 90% success rate.

5 Conclusion

In this paper, we introduced a method aiming to thwart third order SCA. The core idea
is to use matrix product to enable the extension of Rivain et al.’s countermeasure to third
order SCA. While this algorithm is not theoretically secure against third order SCA, it can
be proven theoretically secure against second order SCA, and practically secure against third
order SCA in real world noisy setting.
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